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Motivation

@ continual data produced by dense seismic
networks must be reduced

@ detection of seismic events should:

e minimize false detections
o detect also weak events

@ neural networks can extract useful information
and generalize to unseen examples, forward
problem is solved fast
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Artificial neural networks
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e output

rli»sgholﬂ 1_
gy D ,
synaptic weight v
x inputs 1
o n real inputs x = dendrites, bias xg =1 o 1 T
. . . . v
@ weights w = synaptic weights, bias |
wo = —h threshold .
n 0 S
@ activation potential £ = ¥ w;x; !
i=0 !
@ activation function ; -
y=o(@)=10 527
= = -1
0, £<0

J. Doubravova and J. Horalek Single Layer Recurrent Neural Network for Detection of Local Swarm-like



Artificial neural networks

Artificial neural network

@ neurons interconnected into networks to solve complex problems
o typical tasks: classification, pattern recognition, regression
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Single Layer Recurrent Neural Network
e SLRNN training
SLRNN and training False detections
Undetected events

SLRNN - architecture
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Single Layer Recurrent Neural Network
e SLRNN training
SLRNN and training False detections
Undetected events

SLRNN - architecture
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Single Layer Recurrent Neural Network
SLRNN training

False detections

Undetected events

SLRNN and training

SLRNN - data preprocessing

e STA/LTA in 9 narrow-band filtered
velocity records
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Single Layer Recurrent Neural Network

SLRNN and training E;’::‘g‘e:::;?;z%

Undetected events

Training

e supervised learning: searching wj; to fit required outputs for training set

@ seismic swarm 2008 (events) and calm year 2010 (disturbances) WEBNET (West
Bohemia)

STEPI

Provide the machine learning algorithm categorized or
“labeled” input and output data from to learn

STEP2

Feed the machine new, unlabeled information to see if it tags
new data appropriately. If not, continue refining the algorithm
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Single Layer Recurrent Neural Network

Undetected events

WEBNET

A Offline stations
A Online stations
- events 1995-2015

o West Bohemia/Vogtland

@ seismic swarms, CO2 emanations
@ 24 stations at present

o 16 stations online

@ 250Hz, 3C velocity records

1250
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Single Layer Recurrent Neural Network
SLRNN training

False detections

Undetected events

SLRNN and training

False detections 7

x { }Wm«w\/\/\/\/\/\/\ i \[‘V\f\f\/\/\/\ﬂ/\f&' \/\/\/\«MN N MMWJ \/ s
o { Fw e PPN o o MWWUWW\WWMWMWW Ve wwmwwmwwnf "
FW”"“\«»ﬂJVMWWWWWvM‘WJl/WW\W\N/“VWHM At e e N TN

’WWWWWWW\AW i MMM /\/\Ww/vww AN AN P SR M.AMMW“ e

M A N NS [ i Wm%ﬂwﬂ\mﬂ\m\/\/\w et AN, V/\M

o tested on swarm 2011, single
station detection

FV NURRIIR Ovo T MW’VV‘””WWMWWV\MW%WMM M A At Vs
Wwwwﬂw WMMMMWWMWuW’WWWNNW’\W’V\W“WW Mg g
g A A A oot
NNV AVAN VS AAWM\WV\/\WWA Ay
j T S S P M P i P WWWMW«WWWA "
b A s 0 A N o PN Pty
hw“wvwwww A A A A A At

@ many false detections

without manual reading

}wmwww At A S A M A Al mwwwwf
V’V S e A AV ! \Jmﬂww\ﬁwa i \Lr“ oty o va'

01:33:49 013350 0133551 013352 013353 013354

ok
ik
{1
{1
<k
0
@ many events => small events }
ok
{1
K
sk

J. Doubravova and J. Horalek Single Layer Recurrent Neural Network for Detection of Local Swarm-like



Single Layer Recurrent Neural Network
SLRNN training

False detections

Undetected events

SLRNN and training

Undetected events
Ev. My =2.3 and M; =2.2 in coda of M; =3.8
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Single Layer Recurrent Neural Network

SLRNN and training False detections

Undetected events

Undetected events
My = —0.3 noisy record on KAC

r 2 Mett ma]

7

VAG N M W

A7t

20007

2307 s

PrSTRS

2407

r , PR

Spe07
Ml i Wbl Dot A Aot AR A A AL: i
AP il VYAV W PR (AL

235758 235759 235600 23560 235602 235603 235804 235605 235806 2358

J. Doubravova and J. Horalek



Single Layer Recurrent Neural Network
SLRNN training

False detections

Undetected events

SLRNN and training

Undetected events
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Single Layer Recurrent Neural Network

Undetected events

How to solve it?

we have high number of false detections / or very weak events - too much events
to process

o few undetected events - really unacceptable
e => WE MUST USE COINCIDENCE IN THE NETWORK
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Application to Webnet
Application to Reykjanet

Application

Coincidence

@ when a human processes waveforms, he takes T -
into account all the stations at once ’

@ let the machine see detection outputs of the J sl
stations at once N N iy

@ for each detection we look for sufficient number h L
of detections on other stations in certain time
Window — i N

L [l
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Application to Webnet

Application Application to Reykjanet

Coincidence
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Application to Webnet

Application Application to Reykjanet

Coincidence
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Application to Webnet
Application to Reykjanet

Applicatior;

Webnet

| Legend
5040
A online stations
A offline stations
stations used by Pepin
® undetected by ANN, ML=0

o it e @ even there is a good detection and
@ detected by both, ML=1.5 . .
- G 125ams location provided by PEPIN, there are

some limitations

@ especially events outside the NK focal
zone could be missing

@ example -10/18-11/18 processed
manually to the lowest possible
magnitudes, background seismicity
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Application

Webnet

Legend

A online stations

A offline stations

stations used by Pepin
undetected by ANN, ML=0

detected by both, ML=1
detected by both, ML=1.5
all epicenters 1995-2015

undetected by Pepin, ML=0.5

D™

Table 2. Number of events November-December 2018 o
Data set Number of events | ASA
Manual events 317 M e &
SLRNN detections—6 stations 392 &
coincidence =)
SLRNN detections— stations 840
coincidence %
238

PePin events

Table 3. Number of events compared to manual events for magnitude from
My > ~0.5 and My > 0, November-December 2018

Manual Subsctin  Subsetin  Subsetin | !
events SLRNN-6  SLRNN-4 PePin
My > ~05 183 179 183 110
ML >0 43 3 43 27 ¥
1250

Application to Webnet
Application to Reykjanet

50.40

50.20

@ 6-station coincidence is sufficient for
completeness magnitude M. =0

@ 4-station coincidence found all manual
events downt to M; = —0.5

@ but the number of false events is much
higher (20% vs. 60%)
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Reykjanet network

Applicatior’\

Application to Webnet
Application to Reykjanet
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2 Legend
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Application to Webnet
Application to Reykjanet

Application

Reykjanet network
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Application to Webnet

Applicatior’] Application to Reykjanet

Data: 5 activities 2014-2017

argmss Legend @ the best SLRNN network
g R "EZZ“N”m trained for WEBNET
oD . : St ° 10/2014 (2days,
G e e Y Mimax = 2.8)
R A e 3/2015 (1day, M max = 2.2)
o B 3 o 4/2015 (3days, Mymax = 1.6)
4 R e 5/2015 (2days, M| max = 3.5)
o 7/2017 (3days, Mymax = 3.9)
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Application to Webnet

Application Application to Reykjanet

Number of events

1000

@ SIL - IMO catalog - manually revised automatic s00 ngp ]
locations from Icelandic regional network |
@ Antelope - automatic catalog by Antelope from 500
Reykjanet stations (B. Razek) -
@ PePiN - automatic locations from PePiN (T. 300
Fischer) o I
@ ANN - deteCtion (no |0C3ti0n) O et 2014 Mar 2015 Apr2015 May 2015
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Swarm 2017

Application

Application to Webnet
Application to Reykjanet

e M >0
@ 1hr detall
e SIL (56) vs.

manual (281)

o all detected by
SLRNN

magnitude

magnitude
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Application to Webnet
Application to Reykjanet

Applicatior’]

Background seismicity 6-12 June 2017

-22.50 -22.00

Reykjavik
o -21.50

Legend :
A REYKJANET stations
o[ SIL+ANN events
® ML=0.5

® ML=1
i ANN events

® ML=0.5

4 ‘A | ® ML=t

° 34 events in SIL 64.00 M .: 0T
catalog (green)

64.00

@ 37 more by
SLRNN (red)

-22.50 -22.00 -21.50
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Application to Webnet

Application Application to Reykjanet

Conclusion

SLRNN detector is fast and effective

the training dataset must be prepared with special care

coincidence within a network solves undetected events and reduces reasonably
number of false detections

further processing will reveal weak events as they can’t be successfully localized

the neural network trained for West Bohemia works well for Reykjanet - good
generalization
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